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Abstract. Magnetohydrodynamic (MHD) models of plasma can be used to
model many phenomena in the solar system. In this work we investigate the use
of a general MHD solver - the Flash code - for the simulation of the interac-
tion between the solar wind and solar system objects. As a test case we simulate
the three-dimensional solar wind interaction with a simplified model of a comet
and describe the modifications of the code. The simulation results are found to
be consistent with previously published ones. We investigate the performance of
the code by varying the number of processors and the number of grid cells. The
code is found to scale well. Finally we outline how to simulate the solar wind
interaction with other objects using the Flash code.

1 Introduction

The solar wind is a plasma consisting mostly of protons and electrons that are ejected
from the Sun’s corona, and streams radially outward through the solar system at speeds
of several hundred kilometers per second. Embedded into the solar wind is also the in-
terplanetary magnetic field. When this highly supersonic solar wind meets with solar
system objects, such as planets, comets and asteroids, an interaction region is formed.
The type of the interaction depends on the object. Around planets with a strong internal
magnetic field, such as Earth, a cavity is formed, a magnetosphere, shielding the up-
per atmosphere from direct interaction with the solar wind. This shielding is missing at
planets without a strong intrinsic field, e.g., at Mars. Then currents in the planet’s iono-
sphere form an obstacle that diverts the solar wind flow. Objects without any significant
atmosphere, such as the Moon, are basically just physical obstacles to the flow, and a
wake is formed behind the object. Comets have a very small nucleus compared to the
size of the surrounding cloud of ions and neutrals and their interaction with the solar
wind is governed by photoionization of neutrals and charge-exchange between ions and
neutrals.

In space physics, the numerical modeling of the interaction between the solar wind
and solar system objects is an important tool in understanding the physics of the inter-
action region. The results of simulations is also important as inputs to further modeling,
e.g., to predict loss of planetary atmospheres due to the interaction.

Although self consistent particle and kinetic models best capture the actual physics,
the computational cost at present limits the number of particles and the refinement of
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grids. Since the computational cost of using a fluid model is less, more refined grids can
be used. Thus, the modeling of the interaction between the solar wind and solar system
objects is often done by using magnetohydrodynamic (MHD) fluid models.

In this work we investigate the possibility of using an existing open source applica-
tion - the Flash code [1] developed at University of Chicago - to make MHD simulations
of the interaction between the solar wind and a non-magnetized object. We model a so-
lar wind and a comet - in the form of a photoionization source - and outline how the
simulation model could be generalized to simulate other objects in the solar system.

2 Magnetohydrodynamics

Over small spatial volumes, the average properties of a plasma can be described using
the basic conservation laws for a fluid [2]. The plasma is however conducting, so the ef-
fects of electric and magnetic fields and currents are added to ordinary hydrodynamics.
In the presence of a magnetic field, the added conductivity of a fluid will cause a differ-
ent behavior due to the interaction between the magnetic field and the motion; electric
currents induced in the fluid (as a result of its motion) modify the field, and at the same
time the flow of the currents in the field causes mechanical forces which modify the
motion.

2.1 MHD Equations

The MHD model used for most simulations is valid under a number of assumptions,
listed in full in [3], the fundamental ones being that the time scale of interest must be
long compared to microscopic particle motions and that the spatial scale of interest must
be large compared to the Debye length and the thermal gyroradius [2]. MHD models
have nevertheless proved adequate to describe several physical processes in the solar
system [3-5], including the solar wind-comet interaction [6, 7].

In what follows we use the notation:
is position
is mass density
is the velocity of the fluid
is the magnetic field
is permeability in vacuum = 47 x 10~7 Vs/Am
is the plasma pressure
is the internal energy
is external forces such as gravity
is the temperature of the fluid
is elapsed time

Em@e

S0 0T T

It is common to use the MHD equations in their dimensionless, or normalized, form.
We choose to use a reference velocity vg, a reference density po and a reference length
Ry. These three factors are then used to scale all quantities in the MHD equations.
Letting an overbar indicate the variables in SI units we set

b v
r N

T
r— — p =
Ry Po Vo
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which for the other interesting parameters leads to

_ B T p

p =
Ry V1o povi v3 povg

Approximating the plasma as collisionless and without resistivity we can use the equa-
tions of ideal MHD [2, 8]. Using the ideal limit of the one-fluid MHD equations in
conservative form we will solve in Flash

dp
- . = 2.1
at+v (pv) =0 (2.1
9 B?
%—i—v-(pvv—BB):—V (p+ 7)+pg (2.2)
opE B?
%+V-[V<pE+p+7>B(V'B)]Pg~V (2:3)
B
% V. (vB-Bv)=0 (2.4)
ot
where B2
1, 1
Ef2v +€+2 P

The MHD system is in the Flash code complemented by the equation of state, relating
the pressure to internal energy or temperature:

NakB —
= — 1 0DE n = T
p=(y-1ps  p=—p
where
vy is the adiabatic index
N, is the Avogadro number = 6.022x 10?3
M is the mean atomic mass [kg]
kg  is the Boltzmann constant = 1.38x 10723 J/K

3 Use of the Open Source Flash Code

The Flash code is a modular, adaptive, parallel simulation code capable of handling
general compressible flow problems in astrophysical environments. The Flash code is
written mainly in Fortran90 and uses the Message-Passing Interface (MPI) library [9]
for inter-processor communication and portability. It further uses a customized version
of the PARAMESH library [10, 11] to implement a block-structured adaptive cartesian
grid, increasing resolution where it is needed.

By using the MHD module of the Flash code, we can benefit from all the testing,
development and performance tuning that has been done. Flash is also distributed with
an IDL-based visualization tool that we found very useful. What we add is the specific
initial conditions, boundary conditions and source terms for the problem at hand. The
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various examples provided with Flash facilitates the task of setting up a simulation
model.

We here explain how to add a new problem to Flash by using the solar wind-comet
interaction as an example. Where needed we also indicate how to model other possible
situations.

3.1 Creating a Problem Directory

The Flash code was written with the intention of users being able to easily add their
specific problems. The code is hence well prepared for adding a new problem; in the
source code there is a directory SFLASHHOMES /setups where we create a directory
comet_mhd for our problem. There are two files that must be included in a problem
setup directory:

Configwhereitis specified which of the modules in Flash that should be used. It also
lists (and sets default values to) required runtime parameters. In case we specify a
module in our Conf ig file with several submodules, there are default ones which
are used unless we also specify the submodule.

init block.F90 to initialize data in each of the blocks of the mesh. We give the
initial values in terms of ordinary geometrical coordinates and Flash takes care
of the mapping to blocks. The code first initializes the blocks at the lowest level of
refinement and then where needed refines the mesh and initializes the newly created
blocks. If necessary this refinement procedure is repeated until we reach a highest
level of refinement.

3.2 Boundary Conditions

To specify the boundary conditions it is possible to use some of the standard ones (“out-
flow”,’periodic” or “reflecting”) by a line for each boundary in the runtime parameter
file. By stating a boundary as “user” Flash will use a file user bnd.F90 in the prob-
lem directory to set specified variable values there. Our solar wind inflow is modeled
by setting velocity, density, magnetic field and temperature at the left z-boundary and
setting the boundary condition at the right z-boundary as “outflow”. The simulation is

periodic in the y- and z-directions.

3.3 Alternation to Standard Algorithms

In order to add the comet source terms for the MHD equations as specified in Section 4
it was necessary to make alterations in the main file for MHD calculations. This main
file is mhd sweep.F90 and it was copied to our problem directory. Alternations are
then made in our mhd_sweep . F90 and this one will be used instead of the standard
one. Calls to a created file comet source mhd.F90, that do additions to the rand
hand side of the equations (2.1) and (2.2), were inserted in mhd_sweep.F90. To
see that our non-standard file comet source mhd.F90 is compiled into the final
executable it is necessary to have a Makefile in our problem directory stating the
target comet source_mhd. o and its dependencies.
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3.4 Runtime Parameter File

The final file needed to run our comet simulation is the runtime parameter file
flash.par. It should be placed in the directory from where Flash is run. Besides as-
signing values to parameters and specifying boundary conditions, it controls the output.
Checkfiles are dumped at intervals specified in £1ash.par and can be used to restart
simulations from. We can also control when smaller files, to be used with the enclosed
visualization tool, containing only a desired selection of the variables are dumped.

4 A Test Case: The Solar Wind-Comet Interaction

To investigate the use of the Flash code for simulating the interaction between solar
system objects and the solar wind we choose a comet as a test problem. We model the
comet using a single fluid MHD. The setup follows Ogino et al. [6] where the comet is
modeled as a spherically symmetric source of ions. Although much more refined comet
models have been used later, e.g. by Gombosi et al. [7], we use this simpler model since
we in this work primarily are interested in the performance and correctness of the code
and our modifications.

Because of the small mass (and the resulting small gravitational forces) of the
cometary nucleus, a large amount of gas evaporates from the nucleus. The gas extends
into the solar wind and is ionized by charge-exchange processes and by photoioniza-
tion caused by solar ultraviolet radiation. In the MHD equations the interaction process
is, following Ogino et al. [6] (originally by Schmidt et al. [12]), modeled as a plasma
production centered at the cometary nucleus. We set the cometary plasma production
rate

- Qp e—f/ Xe
AlF) = 22— 4.5
(") 4\ .72 (4.5)
where
Qp is the mass production rate of ions = 2.656x 10% s~ kg
r is the distance to the center of the comet [m]
Ae is the ionization distance = 3.03x 10° m,

that controls the width of the source

for which we make the following normalizations (in order to make A dimensionless):

_ B A
p = Qp 5 r = L )‘C = 75
PovVo Ro Ry Ry
‘We modify the continuity equation (2.1) to
0
a_? LV (pv) = A(r) 4.6)

The cometary ions will also cause a modification to the momentum equation (2.1) so
that we have

B B?
0 L5 (v —BB) = -V <p ; 7) LoE— AV @D

in the same region.
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Fig. 1. Density at steadystate for our 3D simulation of a comet with parameter settings ns., = 15
em ™3, Ve = vz = 500 km/s, Bsw = B. = 6 nT and source terms according to (4.5)-(4.7).
This steady state occured = 1 second after we add the comet as a source term, and the figure
shows the density distribution 1.4 seconds after the encounter. We here show the z-z plane and
thus have the solar wind coming in from the left and its magnetic field in the upward direction.
The minimal refinement level was set to 2 and the maximal to 5, resulting in a peak of 1,024,000
in the number of cells

We use the same normalization as in [6], using the earth radius Ry = 6.37 X 106
m as Ry. Other quantities are scaled with typical solar wind values: py = 2.51 x 10~2°
m~2kg (corresponding to a number density of the solar wind 7, of 15 x 106 m~3) and
vg = 500 km/s. The magnetic field of the solar wind is set so that B=DB.=6nTand
we use a solar wind temperature T.w = 2 x 10° K. We use an adiabatic index v =15/3

and include no external forces (g = 0).

5 Results for the Test Case

We here present results for the test case of the solar wind interaction with a comet, as
described in Section 4. We first present the simulation results in the physical context
and compare them with expected results and previously done simulations. Thereafter
we present how the code scales with problem size and when we increase the number of
used processors.

From a physical point of view the simulations give result in agreement with Ogino et
al. [6]. Figure 1 shows the result of a typical simulation in 3D. The characteristic weak
bow shock is seen in all simulations. As seen in Figure 2, the solar wind is decelerated
by the cometary ions and the magnetic field is draped and obtains peak values near the
comet nucleus.

The code seems to scale well for our test problem. The execution time grows almost
linearly with the problem size as seen in Figure 3. There is also profit to be made by
using more processors for a larger problem as seen to the right in Figure 3 - the deviation
from the linear speedup appears later when we increase the problem size. As expected
the speedup is sub-linear as we increase the number of processors due to increased
communication time.
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Fig.2. Velocity (left) and magnetic (right) field vectors for our 3D simulation of a comet for
comparison with Ogino et al. [6]. This corresponds to their Figure 3. Parameter values, length
and density scale are the same as in Figure 1
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Fig. 3. Left: Execution time as function of the number of cells in the problem. To the right we
show the speedup as a function of the number of processors for two problem sizes

The mesh refinement works fine for our test problem; refinements are made in criti-
cal regions and only there. The automatic refinement is thus much satisfactory. The code
is also capable of handling the discontinuities of our test problem. In our simulations
we start with a flowing solar wind and then insert the production of cometary ions in
the middle of our simulation box. This does not cause any problem in spite of the much
lower velocity of these ions. Both the automatic refinement mechanism and discontinu-
ities are shown in Figure 4 where we show a simulation at t=0.2,0.4 and 0.6 seconds.
This simulation was done in 2D so that we could have large refinements differences and
still keep simulation time reasonable.
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Fig. 4. The start of a simulation in 2D. At t=0 we add the source term A to the MHD equations as
explained in Section 4. This shows the density at t=0.2s (left), t=0.4s (middle) and t=0.6s. Note
how the mesh is refined (only) where needed. The minimal refinement level was set to 1 and the
maximal to 8, resulting in a peak number of 128,000 cells

The simulations were performed at the Seth Linux Cluster at the High Performance
Computing Center North (HPC2N) [13]. The cluster has AMD Athlon MP2000+ pro-
cessors in 120 dual nodes with each CPU running at 1.667 GHz. The network has
667 Mbytes/s bandwidth and an application level latency of 1.46 us. The network con-
nects the nodes in a 3-dimensional torus organized as a 4x5x6 grid. Each node is also
equipped with fast Ethernet. For all our simulations the limitation is CPU speed (and
communication as we increase the number of nodes), as we do not use the full 1 GB
memory of each node.

6 Conclusions and Discussion

In this work we have shown the feasibility of using a general MHD solver for the sim-
ulation of the interaction between the solar wind and solar system objects. The open
source Flash code needed small changes to specify the initial conditions, boundary con-
ditions and source terms to solve our selected model - the three-dimensional interaction
between the solar wind and a spherical symmetric source region, a simplified model of
a comet.

We assured the correctness of our results by comparison with previously published
ones. The simulations showed that the code scales well, both as a function of problem
size, and as a function of number of computing nodes.

Thus, the Flash code seems to have the possibility of beeing used as a general tool
for the investigation of the interaction between solar system objects and the solar wind.

Some areas of future investigation is the possibility of solving multi fluid MHD
problems (e.g., HY and OT), test particle trajectory integration in the MHD solution
field, and the way to handle planetary bodies.
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